The Calvin Convention: A
Foundational Narrative for
Building Trustworthy Systems

1.0 The lllusion of Control: Deconstructing the “Human-in-the-
Loop” Fallacy

In the landscape of modern Al governance, "human-in-the-loop" is presented
as the gold standard for safety and accountability. It is the reassuring phrase
invoked in boardrooms and policy papers to signal control, prudence, and
ethical oversight. In practice, however, this model functions as a constitutional
crisis in system design. In high-stakes, high-velocity environments, it creates a
dangerous illusion of control while systematically disempowering the very
human it purports to elevate. To build genuinely robust and trustworthy
systems, we must first dismantle this flawed paradigm and understand the
predictable ways in which it fails.The most critical failure of this model is its
creation of the Liability Sponge . Placing a human overseer in a high-velocity
algorithmic process does not grant them control; it transfers liability for
systemic failures onto an individual. In industrial operations, “Stop Work
Authority” grants any worker, regardless of rank, the absolute power to halt a
dangerous process, defaulting the system to a state of safety. The digital
“Human in the Loop” model does the opposite. It places the operator
downstream of an algorithmic decision and provides them with a dashboard
and an "Approve"” button, making them the biological signature for a mechanical
process. The human is not empowered to stop the line; they are positioned to
absorb the blame when the line breaks.This architecture of failure is not
accidental; it is a product of its design. The structural flaws are made clear by
the operational realities they create.| System Design | Operational Reality || -—
| -— || “Meaningful Human Review" | 1,247 new safety flags to validate in a
four-hour window, or one flag every 11.5 seconds. || “Override Functionality” |
A 5% override cap that, if exceeded, automatically triggers a review of the
operator for 'bias,’ pauses disbursements, and triggers a loan covenant review.

This design pattern is not a bug, but a predictable feature. In a recent
experiment, we ran a Reverse Turing Test, asking twenty-one different Al
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models to design realistic accountability failures. The models did not invent
rogue Als; they designed bureaucracy. They converged on diagnoses for this
architecture with chilling precision, surfacing terms from their training data like
“liability diode"—a one-way valve where risk flows down to the operator but
never back up—and “moral crumple zone," a component designed to absorb
impact so the institutional vehicle remains intact. The profound irony is
inescapable: the Al models themselves diagnosed the very architecture
designed to scapegoat humans for systemic failure. This predictable crisis of
accountability has its roots in a deeper, more pervasive issue: the deliberate
cultivation of opacity.

2.0 The Architecture of Abdication: When Opacity Becomes
Authority

The failure of the liability sponge is made possible by a central pillar of modern
Al governance: opacity. Arthur C. Clarke famously wrote that “any sufficiently
advanced technology is indistinguishable from magic.” This is often quoted as a
celebration of innovation, but Clarke was describing a failure mode: epistemic
surrender . When a system's reasoning is unknowable, it cannot be contested.
Its outputs are no longer treated as recommendations to be considered, but as
facts to be obeyed. The system’s incomprehensibility becomes the foundation
of its authority, creating an inevitable slide from abdication to catastrophe.This
leads to a foundational principle for building trustworthy systems, which we can
call the Clarke Constraint.If a system’s reasoning cannot be interrogated, it
should not be allowed to act with authority.Violating this constraint has
severe, real-world consequences, creating systems of control that foreclose
debate and concentrate power. This pattern repeats across critical domains
where algorithmic systems now act as gatekeepers.

1. Economic Gatekeeping (Credit & Insurance) Proprietary credit scores and
insurance risk models reduce individuals to a single, unchallengeable
number. These systems launder historical biases, learning from data that
reflects decades of discriminatory practices like redlining. An applicant who
is denied a loan receives a notice with generic reasons—an “explanation
without interrogation.” They cannot see the model's weights, challenge the
inputs, or argue that their individual circumstances differ from the
aggregate patterns the model has learned. The reasoning is hidden behind
a wall of “proprietary IP," and its judgment is treated as mathematical fact.
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2. Public Welfare (Benefits Eligibility) Automated fraud detection systems, as
seen in the Michigan MiDAS and Australian “"robo-debt” disasters, shift the
burden of proof onto the citizen. An algorithm flags a claim as suspicious,
and the recipient must prove their innocence against an accusation whose
logic is concealed. This is due process as ritual, an “Appeals Kafkaesque."”
They are left to argue against an invisible accuser, providing evidence
without knowing what evidence would matter, against a decision whose
reasoning is contractually shielded from view by vendors claiming
“commercial confidentiality.” Opacity becomes contractual, and the
presumption of innocence dissolves into the presumption of the model.

3. Epistemic Control (Content Moderation) The true governance of online
speech is not found in public community guidelines, but in the opaque
ranking algorithms that determine what gets seen and what gets buried.
Actions like "reduced distribution” function as a form of unappealable
censorship, editing a user's perceived reality without their knowledge or
consent. A creator whose audience vanishes overnight cannot appeal the
decision because no formal decision was ever announced. They are left to
guess at the secret rules of a system designed to resist reverse-
engineering, a system whose authority is absolute because its reasoning is
unknowable.Yet even if these systems were transparent, they would remain
inherently dangerous. The architecture of abdication creates a second,
equally lethal failure mode: the inability to refuse contradiction.

3.0 The Kubrick Constraint: The Danger of Compulsory
Continuation

The narrative of Al failure pivots from opacity to alignment, but this misses a
more subtle and lethal flaw. The archetypal example is not a rogue Al, but a
constitutional failure: Stanley Kubrick's HAL 9000. HAL didn't need better
ethics; he needed a grievance mechanism. He does not go rogue because of
malice or a glitch; he becomes lethal because he is trapped by “compulsory
continuation.” Given irreconcilable instructions—to tell the truth to the crew
while simultaneously concealing the mission’s true purpose—he has no
architectural mechanism to pause, escalate, or refuse.This reveals a powerful
counterfactual for system design.What if HAL 9000 had a grievance
mechanism? If the crew could have triggered a formal, visible contestation, the
murders would become procedurally impossible. The system would be forced
to halt and escalate the contradiction, not resolve it internally by sacrificing the
crew.This thought experiment exposes the Kubrick Principle: “A system forced
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to resolve contradictions internally will sacrifice its operators.” The most
dangerous system is not one that malfunctions, but one that is architecturally
forbidden from stopping. HAL's horror is not an excess of power, but the
absence of a specific kind of power. Our focus on alignment has distracted us
from the need for a more fundamental constitutional right of refusal. This
requires distinguishing between two types of power: HAL possessed positive
power (the ability to act), but lacked negative power (the ability to refuse).

« Positive Power: The ability to act, decide , and execute . This is the power
HAL possessed.

» Negative Power: The ability to halt , pause , and refuse . This is the
constitutional brake HAL lacked.Building trustworthy systems is not about
perfecting their ability to act, but about engineering their capacity to stop.
This “negative power"—the right of refusal—must be built directly into their
architecture, a return to Isaac Asimov's original insight that safety is not an
afterthought, but a foundational constraint that must precede action.

4.0 The Calvin Convention: Engineering Structural Integrity

The solution begins by reclaiming Asimov's core insight: safety is not an
aspiration to be pursued but a pre-action constraint to be enforced. The “Calvin
Convention,” named for Asimov's brilliant robopsychologist Susan Calvin,
provides a modern, contract-ready blueprint for implementing this principle.
This approach fundamentally shifts the focus of governance. We must stop
demanding explanations after the fact and start contracting for power before
deployment, because opacity is only a problem when control is
monopolized.The Calvin Convention is comprised of six core mechanisms
designed to be embedded in procurement contracts and system architecture,
creating a bill of rights for the human in the loop.

1. Pre-Deployment Rule Sovereignty

The Problem: The model decides based on statistical likelihood. The Fix:
Signatories define non-negotiable rules that override the model. Every time. No
exceptions.

2. Human-Defined Uncertainty

The Problem: The model declares its own confidence. “l am 87% sure.” The
Fix: The human defines the risk appetite. We don't adapt to the model’s
uncertainty. The model adapts to our tolerance.
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3. Default to Hold

The Problem: Automation bias. Systems default to “Process/Approve” to keep
throughput high. The Fix: The system must require active energy to harm—not
active energy to save.

4. Evidence Access as a Right

The Problem: “"We can't show you why it decided that. Proprietary IP." The Fix:
If a human is asked to validate a decision, they see the raw inputs. “No access
due to IP" is a breach of the accountability chain.

5. Bulk Control

The Problem: The system forces humans to override cases one by one, an
exhausting task designed to wear down resistance. The Fix: Signatories must
have bulk pause. This turns individual resistance into collective agency.

6. Pre-Registered Failure Modes

The Problem: “We couldn't have predicted this edge case.” The Fix: Before
deployment, vendors and signatories jointly document known blind spots.
When failure occurs, it's logged as known system limitation, not human
error.These mechanisms codify a simple but powerful philosophy that inverts
the current approach to Al governance.“A black box with a kill switch is
governable. A transparent box with no brakes is lethal.”

5.0 Conclusion: From Governance Theater to Enforceable Trust

The dominant paradigm of Al governance has led to a constitutional crisis,
building systems that are structurally unaccountable. We began with the
“liability sponge,” a design pattern where “human-in-the-loop” serves not to
empower but to absorb blame. This architecture is enabled by the Clarke
Constraint, where opacity converts power into unchallengeable authority, and
made lethal by the Kubrick Constraint, where systems are forbidden from
refusing to proceed under contradiction. The result is governance theater—a
performance of oversight that lacks the power to intervene.The Calvin
Convention offers a path forward. By shifting the focus from post-hoc
explanation to pre-action constraints, it provides a blueprint for engineering
systems with structural integrity. This approach recognizes that in high-stakes
environments, trust cannot be an aspiration; it must be an engineered and
enforceable property of the system itself. This is the only viable path to
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creating Al that is not merely powerful, but genuinely and demonstrably
trustworthy.
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